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ABSTRACT: In this study, a new tempo-spatially resolved
fluctuation spectroscopy under dark-field illumination is
described, named dark-field illumination-based scattering
correlation spectroscopy (DFSCS). DFSCS is a single-particle
method, whose principle is similar to that of fluorescence
correlation spectroscopy (FCS). DFSCS correlates the
fluctuations of the scattered light from single nanoparticle
under dark-field illumination. We developed a theoretical
model for translational diffusion of nanoparticles in DFSCS
system. The results of computer simulations documented that
this model was able to well describe the diffusion behaviors of nanoparticles in uniformly illuminated field. The experimental
setup of DFSCS was achieved by introducing a dark-field condenser to the frequently used bright-field microscope and an
electron multiplying charge-coupled device (EMCCD) as the array detector. In the optimal condition, a stack of 500 000 frames
were collected simultaneously on 64 detection channels for a single measurement with acquisition rate of 0.5 ms per frame. We
systematically investigated the effect of certain factors such as particle concentration, viscosity of the solution, and heterogeneity
of gold nanoparticles (GNPs) samples on DFSCS measurements. The experiment data confirmed theoretical model proposed.
Furthermore, this new method was successfully used for investigating dynamic behaviors of GNPs in live cells. Our preliminary
results demonstrate that DFSCS is a practical and affordable tool for ordinary laboratories to investigate the dynamic information
of nanoparticles in vitro as well as in vivo.

■ INTRODUCTION
As the basic unit of life, the cell is considered to be a complex,
heterogeneous, and dynamic biosystem.1 Therefore, only
tempo-spatially resolved methods can reveal the spatial
distribution of dynamic information about live cells, such as
concentrations, mobilities, equilibrium, rate constants, and the
interactions of biomolecules. As one progenitor of the field of
single-molecule detections, fluorescence correlation spectros-
copy (FCS) is a powerful and minimally invasive technique to
measure these interesting parameters.2 FCS can extract
dynamic information at single-molecule level from fluctuations
observed in the emission of fluorescent molecules in
thermodynamic equilibrium. Since first being introduced 40
years ago,3 FCS has been widely used to investigate the
diffusion of molecules,4 binding and reaction kinetics,5 single-
molecule photophysics,6 and conformational dynamics of
proteins7 with its excellent temporal resolution and high
statistical confidence.8 At present, FCS is regarded as a routine
tool to investigate the dynamic processes of single molecules in
physics, chemistry, and biology.9

A key point to achieve FCS is the high signal-to-noise ratio
(S/N) of measurements.2,8a Until the introduction of the
confocal illumination scheme by Rigler et al. FCS underwent a
renaissance.8a The confocal illumination defines a very small

detection volume (usually ∼1 fL) such that only very few
molecules are present in the detection volume at any one time.
With that, the background noise is low enough to yield high S/
N. This configuration generated great technical improvements
and pushed the sensitivity of FCS to single-molecule level.
Unfortunately, the confocal apparatus is complex and
vulnerable that even a slight optical aberration or saturation
has significant impacts on the measurements.10 Additionally,
the commercial FCS systems11 are still very expensive and
usually cost more than 300 000 dollars. More importantly, the
detection volume in the confocal FCS setup is considered as a
“point”. So it is difficult to perform FCS measurements on a
large number of spots simultaneously, which is especially crucial
when the objective system is heterogeneous, e.g., live cells. In
recent years, certain methods derived from or related to FCS
have been constantly springing up.12 New illumination schemes
and methodologies have been introduced, such as total internal
reflection,13 raster image correlation spectroscopy,14 stimulated
emission depletion,15 single plane illumination,16 and so on.
Similarly, these nonconfocal schemes also define a very small or
thin detection volume. However, to our knowledge, the dark-

Received: October 7, 2013
Published: January 26, 2014

Article

pubs.acs.org/JACS

© 2014 American Chemical Society 2775 dx.doi.org/10.1021/ja410284j | J. Am. Chem. Soc. 2014, 136, 2775−2785

pubs.acs.org/JACS


field configuration has not found a place in the family tree of
FCS and related fluctuation correlation spectroscopy.
Since first developed to observe single metal particles by

Zsigmondy and co-workers a century ago,17 the dark-field
microscopy has been a popular technique utilized to render
unstained and transparent specimens clearly visible. It works on
the principle of illuminating the sample with the light that will
not be collected by the objective lens and thus will not form
part of the image. This scheme produces the classic appearance
of a dark (almost black) background with bright objects on it18

and in turn yields high S/N. It inspires us that although the
dark-filed microscopy is a nonconfocal illumination scheme, it
may be employed to conduct fluctuation correlation spectros-
copy measurements. Moreover, it is very easy to establish the
dark-field configuration by installing a dark-field condenser
(costs about 100 dollars) on a bright-field microscope.
Nowadays the dark-field illumination is a standard mounting
of the optical microscope.
One of the reasons for the absence of dark-field illumination

in the FCS family is that previous investigations in the field of
FCS mainly focus on the fluorescent molecules or fluorescent
particles. To date, the major probes employed in FCS
measurements are organic dyes as well as fluorescent proteins.
These fluorophors provide high sensitivity and great versatility
while minimally perturbing the live cells under investigation.19

However, their inherent fluorescence decay or even bleaching
severely limits the available observation time.20 Another kind of
fluorescent probes emerged in recent years is the semi-
conductor quantum dots (QDs). Although with the high
quantum yield and greatly improved photostability,21 most of
the commonly used QDs are composed of heavy metals that
are cytotoxic, such as the element cadmium, resulting in
restrictions on certain biological and biomedical applications.22

Fortunately, certain noble metal nanoparticles, especially gold
nanoparticles (GNPs), have shown great promise to be the
attractive alternative, due to ease of synthesis and functionaliza-
tion, low toxicity, excellent chemical and photostability, and
good biocompatibility.23 GNPs also have been applied as
fluorescent probes,24 but their most exciting property is the
strong, nonbleaching resonance light scattering (RLS)25 with
the efficiency equivalent to the fluorescent intensity of about
106 fluorophors.26 RLS is a collective oscillation of the
conduction electrons,27 which results in extremely intensive
absorption and large scattering cross sections of GNPs many
times more than their geometric size.28 On the basis of RLS of
GNPs or silver nanoparticles, our laboratory has proposed two
variants of FCS, which are termed resonance light scattering
correlation spectroscopy (RLSCS)29 and spatially resolved
scattering correlation spectroscopy using a total internal
reflection configuration (SRSCS),30 respectively. The exper-
imental results have demonstrated that GNPs are sensitive and
stable as the probe for FCS. On the other hand, GNPs are also
ideal probes for the dark-field microscopy on account of the
markedly enhanced S/N by their strong RLS.31

In this paper, in order to combine the advantages of the dark-
field microscopy and the unique optical properties of GNPs, a
new tempo-spatially resolved fluctuation spectroscopy method
using dark-field illumination mode and GNPs as the probes is
described, which is named dark-field illumination-based
scattering correlation spectroscopy (DFSCS). The principle
of DFSCS is similar to that of FCS and RLSCS, and it measures
the fluctuations of the scattered light in a small volume due to
Brownian motion of nanoparticles. It should be pointed out

that DFSCS differs from dynamic light scattering (DLS)
because DFSCS, similar to FCS, is cast in terms of space-time
concentration fluctuation correlation. Additionally, the size and
profile of the detection volume have to be taken into account
for DFSCS measurements.3b Besides, DLS is not a single-
particle method.32 The differences were further illustrated by
their distinct theoretical models mentioned in this paper. We
set up the DFSCS system based on a bright-field microscope
with a dark-field condenser, and a highly sensitive and fast-
response EMCCD camera was used as an array detector. The
theoretical model of DFSCS was deduced, and its reliability and
adaptability were tested by simulated results and experimental
data. After calibrations, we utilized DFSCS to systematically
investigate the concentration and diffusion coefficient of
nanoparticles and the heterogeneity of samples. In addition,
the sensitivity of the new method was studied in theory as well
as in experiments. Based on the above fundamental works, we
applied DFSCS to investigate the dynamic information of single
GNPs in live cells and characterize the heterogeneous
intracellular environment.

■ THEORY

The dark-field illumination is different from the existing
configurations in FCS. Therefore, the theoretical model of
DFSCS should be first established. In this part, we compute the
temporal autocorrelation function, G(t), of the fluctuations of
the scattered intensity from nanoparticles illuminated in the
dark-field microscope. Samples of nanoparticles are maintained
at thermodynamic equilibrium. However, they are continually
fluctuating around the equilibrium. These fluctuations are due
to random variations in the number of nanoparticles in a
defined volume as a result of diffusion, chemical reaction, and
so on. Since the kinetic coefficients corresponding to these
processes determine the dynamics of their relaxation, which in
turn determines the profile of G(t), a complete kinetic
description of these processes can be achieved through the
analysis of G(t) according to an appropriate theoretical model.
The model expresses G(t) in terms of phenomenological
coefficients for diffusion and chemical reaction. Here, we
present the derivation of the theoretical model of DFSCS on
the basis of FCS theory proposed by Elson and Magde in
19743b as well as by Krichevsky and Bonnet in 200232 with
some modifications introduced.

General Formalism. Here we consider an ideal solution
containing m kinds of nanoparticles. Let the concentration
(number of nanoparticles per unit of volume) of the
nanoparticles j at position r ⃗ and time t be Cj(r,⃗t), its ensemble
average concentration be cj̅ = ⟨Cj(r,⃗t)⟩ (⟨ ⟩ denotes ensemble
average) and the local deviation be δCj(r,⃗t) = Cj(r,⃗t) − cj̅.
δCj(r,⃗t) is determined by diffusion and chemical reaction and so
on. The intensity profile of the illumination light at position r ⃗ is
denoted by I(r)⃗. The deviations of Cj(r,⃗t) in a defined volume
cause fluctuations of the scattered light and in turn determine
the fluctuations of the photons collected by the detector. It is
assumed that the number of photons scattered and detected
from each nanoparticle is proportional to I(r)⃗, hence the
number of detected photons n(t) per sample time Δt is

∫ ∑= Δ ⃗ ⃗ ⃗
=

n t t d rI r Q C r t( ) ( ) ( , )
k

m

k k
3

1 (1)
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where Qk is combined from the absorption cross section and
scattering efficiency of nanoparticles k. Then the deviation of
the photon count δn(t) from the ensemble average n ̅ = ⟨n(t)⟩ is

∫ ∑δ δ= − ̅ = Δ ⃗ ⃗ ⃗
=

n t n t n t d rI r Q C r t( ) ( ) ( ) ( , )
k

m

k k
3

1 (2)

In FCS theory, the normalized G(t), which measures the
correlation between the intensity F detected at a certain time t′
and that detected at time t later, is expressed as33

δ δ= ⟨ ′ ′ + ⟩ ⟨ ⟩ = + ⟨ ′ ′ + ⟩ ⟨ ⟩

= +

g t F t F t t F F t F t t F

G t

( ) ( ) ( ) / 1 ( ) ( ) /

1 ( )

2 2

(3)

here δF is the fluctuation of fluorescent intensity, δF = F(t′) −
⟨F(t′)⟩. For simplicity |t| is written as t in the following.
Similarly, G(t) in DFSCS is defined as the time average of the
products of the intensity fluctuations and normalized by the
square of the ensemble average n ̅

2

∑ δ δ=
̅

′ ′ +
=

−

G t
n T

n t n t t( )
1

( ) ( )
i

T

2
0

1

(4)

where T is the total sampling number, t is the delay time
corresponding to the delay channel m such that m = t/Δt;
δn(t′) = ni − n̅, δn(t′ + t) = ni+m − n ̅, where ni, nm+i are the
numbers of photon counts collected at times t′ = iΔt and t′ + t
= (i + m)Δt, respectively.
Therefore, the experimental manifestation of the correlation

of concentration fluctuations is the temporal autocorrelation of
the collected photons (the process of derivation is outlined in
the Supporting Information)

∫ ∑ ∑π λ= Δ

̅
⃗ | ̃ ⃗ | ̅

−

=

−G t
t

n
d q I q Q Q C X t X( )

(2 ) ( )
( ) exp( )( )

j l
j l j

s

m

l
s s

j
s

3 2

2
3 2

, 1

( ) ( ) 1 ( )

(5)

where I(̃q ⃗) = ∫ d3re⃗− ⃗ ⃗Iq r I(r)⃗ is the Fourier transform of I(r)⃗, n ̅
is the average number of the detected photons n ̅ = Δt∫ d3rI⃗ (r)⃗
∑i = 1

m QiC̅i = I ̃ (0)Δt∑i = 1
m QiC̅i, C̅j denotes the mean-square

fluctuations of Cj (r′⃗,t) of nanoparticles in a defined volume,
which is equal to its average ⟨Cj (r′⃗,t)⟩ for Poisson statistics, Xl

(s)

are the components of the right eigenvectors corresponding to
the eigenvalue λ(s) of the matrix M (Mjk = Kjk − Dlq

2δjk, Dj
denotes the diffusion coefficient of nanoparticle j, and
coefficients Kjk are composed of chemical rate constants and
the equilibrium concentrations of the species), and X−1 is the
inverse matrix of eigenvectors.
Now G(t) is expressed as a function of the concentration,

diffusion coefficient and chemical rate. The remaining
determinants of G(t) are parameters of the experimental
setup, among which the most important one is the intensity
profile of the illumination light I (r)⃗. In confocal FCS, the
intensity distribution is usually treated as Gaussian32 or
Gaussian−Lorentzian.34 The dark-field microscopy is a wide-
field illumination method, and the diameter of its excitation
area is centimeter scale, which is much larger than an individual
detection volume (<1 μm). Additionally, the light in the
illumination area is a quasi-parallel beam. Based on the
foregoing two reasons, we treat the intensity distribution in
the detection volume of DFSCS as a uniform field. As a variant
of imaging FCS,35 DFSCS employs a camera as the detector,
and each pixel of the camera becomes an independent
inspection window. Since the illumination intensity is
homogeneous, the cross talk between the neighboring pixels

is mutual, and their amplitudes are comparative, we assume that
each pixel mainly collects the scattered light from its
corresponding illuminated area that directly faces this pixel,
where the cross talk from the neighboring illuminated area is
ignored.9b,36 Thus the optical path length between the pixel and
its corresponding illuminated area for all detection volumes is
identical. As a result, the collection efficiency function in the
detection volume is homogeneous, too. In summary, each pixel
is an integral and square-shape detector with identical
collection efficiency. A three-dimension Cartesian coordinate
system is established, and its origin is located at the center of
the detection volume. The z-axis is chosen to be along the
optical axis of the objective. Therefore, the intensity profile in a
detection volume of 2a length, 2c width, and 2h height is
described as

⃗ = | ⃗ | ≤ | ⃗ | ≤ | ⃗ | ≤

⃗ =

⎪

⎪

⎧
⎨
⎩

I r I r a r c r h

I r

( ) , , ,

( ) 0, elsewhere

x y z0

(6)

here, I0 is the illumination intensity at the origin, and rx⃗, ry⃗, and
rz⃗ are the projections of r ⃗ onto the x, y, and z axes, respectively.
Next, a Fourier transform is conducted to eq 6

∫̃ ⃗ = ⃗ ⃗ =− ⃗ ⃗I q d re I r I
q

aq
q

cq
q

hq( ) ( )
2

sin( )
2

sin( )
2

sin( )iq r

x
x

y
y

z
z

3
0

(7)

The average number of the detected photons n ̅ is

∑ ∑ ∑̅ = ̃ Δ ̅ = ̃ ⃗ Δ ̅ = Δ ̅
⃗

= → = =

n I t Q C I q t Q C achI t Q C(0) lim [ ( )] 8
i

m

i i
q i

m

i i
i

m

i i
1

0
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0
1

(8)

Then, substituting eqs 7 and 8 into eq 5 yields

∫
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π

λ

=
∑ ̅

⃗

̅

−

=

=

−

⎡

⎣

⎢⎢⎢⎢⎢

⎤

⎦

⎥⎥⎥⎥⎥
G t

ach Q C
d q

q
aq

q
cq

q
hq

Q Q C X t X

( )
(2 )

( )

1
sin ( )

1
sin ( )

1
sin ( )

exp( )( )

s
m

i i

x
x

y
y

z
z

j l
j l j

s

m

l
s s

j
s

3

1
2

3

2
2

2
2

2
2

, 1

( ) ( ) 1 ( )

(9)

In this paper, we focus on the simplest case: diffusion of one
kind of nanoparticle in a dilute solution

δ δ∂ ⃗
∂

= ∇ ⃗
C r t

t
D C r t

( , )
( , )2

(10)

Then, a Fourier transform is applied to eq 10

δ δ⃗ = ⃗ − ⃗C q t C q Dq t( , ) ( , 0)exp( )2
(11)

The matrixM has only one set of solution: the eigenvalue λ =
−Dq2, with its corresponding eigenvector X = 1. Substituting
these values into eq 9 we obtain

π
π

π

π

=
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exp erf

3/2

2

2

2

(12)

where V = 8ach is the detection volume, N̅ = Vc ̅ = 8achc ̅ is the
average number of particles in the detection volume, and erf is
the error function. The pixel of the frequently used camera is
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square, thus a = c. Besides, we define the aspect ratio of the
detection volume as ω = h/a and the characteristic diffusion
time across the detection volume as τD = a2/D. Then,

π

τ
τ

τ

π
τ

ω τ
ω τ

ω τ

π
ω τ

=
̅

− + −

+

×

− + −
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⎜ ⎟
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The eq 13 expresses the theoretical model of DFSCS, and it
is different from the model of DLS.37

Statistical Accuracy in DFSCS. In this work, we evaluated
the statistical accuracy of DFSCS system from two aspects: the
standard deviation (SD) and the signal-to-noise ratio (S/N).
The SD is an important quantitative indicator of the statistical
and systematic errors, so the accurate estimate of SD is very
helpful for identifying optimal experimental conditions.38 It is
also of great importance for an accurate data evaluation
especially when weighted fitting the theoretical model to the
simulated or experimental data as SD determines the weight
factor.39 Here we calculate SD of DFSCS according to the
algorithm proposed by Wohland et al. to compute SD of the
confocal FCS.34

The intensity trace from one single simulation or measure-
ment within sampling time T is divided into S subsets of an
equal length T/S, and G(t) is calculated for each subset.
Consequently, there are S values of G(t) for each delay time t,
and their normalized average value is defined as

∑̅ =
−
−=

∞

∞
g t

S
G t G
G G

( )
1 ( )

(0)l

S
l l

l l1

.

. (14)

where G(0) is the zero time value of G(t), G∞ is the
convergence value of the autocorrelation function, and both of
them are estimated by fitting the model to data without
weighting.
Then, we compute G(t) for the whole trace, and the SD is

calculated by

∑σ =
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−
−
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∞
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(15)

Finally, the S/N for the DFSCS measurement is40

σ
=S N

G t
t

( / )
( )
( )t

(16)

For uniformity, we utilize the mean value of S/N from the
first eight delay channels as the representative of that from all
channels.

■ METHODS AND EXPERIMENTS
The Simulated System. At the beginning, we defined the

conditions for computer simulations. The simulation parameters were
set to be close to the counterparts employed in the real experiments
described later. First, a cuboid simulation space with the size of 5.6 μm

length, 5.6 μm width, and 32.2 μm height was established. Then, at the
center of the simulation space we defined a virtual detection volume
which was 0.8 μm length, 0.8 μm width, consistent with the size of the
pixel of EMCCD, and 4.6 μm height. As the simulation space was 343
times larger than the detection volume, the influence of the boundary
conditions on the calculations could be neglected.41 If not otherwise
stated, 608 particles were uniformly distributed in the simulation space
as the initial state. The corresponding concentration was about 1 nM.
The particle concentration was so low that each particle was
considered to perform a random walk independently. The time step
of the simulation was set to Δt = 0.5 ms, equal to the sampling time of
the EMCCD camera used in this work.

To simulate the diffusion of particles, a displacement was added to
each particle based on its current coordinates at each step. The
direction of the movement was completely random, and the
displacement was determined by a random variable subjects to
Gaussian distribution with the center value zero and an SD =
(6DΔt)1/2, where D is the set diffusion coefficient. Reflecting boundary
conditions were utilized.41 When a particle left the simulation space
due to diffusion, a new particle was added inside to maintain the
number concentration in the simulation space constant. The new
particle was located at the symmetric place of its current position,
where the symmetric plane was the outside surface of the simulation
space. However, the number of particles in the detection volume that
was much smaller than the simulation space, still varied freely. Both
the illumination intensity distribution and the collection efficiency
were assumed to be homogeneous as discussed above. The intensity
from a single nanoparticle collected by the detector was the product of
illumination intensity, collection efficiency, scattering efficiency, and
detection efficiency of the experimental system. After each step, the
intensity from all nanoparticles inside the detection volume was added.
The procedure was repeated at least 500 000 times, resulting in an
intensity trace longer than 250 s. Further autocorrelation analysis of
the intensity trace yielded the G(t) curves. The simulation programs
were written in Matlab (MathWorks, Inc.) and executed on a personal
computer.

Apparatus. The experimental setup is based on an inverted
fluorescent microscope (Olympus IX 71, Olympus Optical Co., Japan)
equipped with a dark-field condenser as schematically displayed in
Figure 1.42 The illumination is provided by a halogen lamp, which is
the standard light source of the bright-field microscope. The dark-field
condenser forms a hollow cone of light focused on the plane of the
sample. Only the light that is scattered out of this cone reaches the

Figure 1. Schematic diagram of DFSCS setup.
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objective (LUCPlanFL N 60×/0.70, Olympus Optical Co., Japan).
Thus, particles on the substrate appear as bright, diffraction-limited
spots on a dark background. An EMCCD camera (Cascade 128+,
Roper Scientific, Inc.) is used to detect the scattered light. The camera
is manipulated by the Micromanager software (http://micro-manager.
org/).43

The imaging area of the EMCCD is 3.072 × 3.072 mm2, and it is
divided into 128 × 128 pixels yielding 24 × 24 μm2/pixel. The state-
of-the-art camera can collect more than 500 full frames of true 16-bit
data per second, and faster frame rates are achievable via subregion
readout or pixel binning.13b What’s more, with the help of the solid-
state disk, we can further improve the frame rate and save the data
storage time. In the present work, a region of interest (ROI) of 16 ×
16 pixels with 2 × 2 hardware binning is usually selected.13b A stack of
500 000 frames of the ROI is collected with the acquisition rate of 0.5
ms per frame for each measurement and read out as the true 16-bit
data with a 12 MHz digitizer. It took <3 min to save the data in the
solid-state disk to form an intensity trace for further autocorrelation
analysis.
Preparation of Samples. Colloidal suspensions of citrate-coated

GNPs were synthesized by reduction of chloroauric acid (HAuCl4)
with sodium citrate according to a reported procedure.24a In addition,
commercial GNPs products (Ted Pella, Inc., Redding) with the
diameters of 60 nm (measured by transmission electron microscopy,
TEM) were also used. We utilized Herceptin (Genentech, Inc.) to
functionalize GNPs to favor the cellular uptake. Herceptin was first
conjugated to a linker molecule, 1,4,7,10,13,16,19,22,25,32,35,38,41,-
44,47,50,53-hexadecaoxa-28,29-dithiahexapentacontanedioic acid di-N-
succinimidyl ester (NHS-PEG disulfide, Sigma Ltd.), which had both a
disulfide and succinimidyl functionalities for the respective chem-
isorption onto gold and the facile covalent coupling of antibody.44

Then the Herceptin-PEG complex was conjugated with GNPs through
a sulfur-containing group to form the GNPs-PEG-Herceptin
conjugates. A detailed introduction of the samples preparation is
provided in the Supporting Information.

Typically, 8 μL GNPs solution was dropped on a 24 × 40 mm
coverslip, then another identical coverslip was placed onto the solution
with slight press to make the solution uniformly spread in the gap
between the two coverslips.45 At length, vaseline was used to seal the
gap in order to prevent the evaporation of the solvent. Samples
prepared inside the coverslip sandwich could withstand several-hour
measurements.

Besides, cell culture and GNPs-PEG-Herceptin uptake are described
in the Supporting Information.

Data Analysis. We treated the minimum of an intensity trace as
the background and subtracted it from every data point. G(t) was
calculated in the quasi-logarithmic time scale using self-written
programs in Matlab, and the algorithm was in line with that of
commercial correlators.34

The theoretical model was fitted to the simulated and experimental
data using the instrumental weighting, where the weighting factor for
each point was σ−2(t).39 The adjusted coefficient of determination
Adj.R2 was employed as an index of goodness of fitting.

= −Adj R
RSS df RSS

TSS df TSS
. 1

/ ( )

/ ( )
Error

Error

2

(17)

where yi is the simulated or experimental data when the delay time is
xi, y(xi) is the corresponding fitted value, y ̅ is the mean of yi, RSS =
∑i[y(xi) − yi]

2, TSS = ∑i(yi − y)̅2, dferror(RSS) = v − p, dferror(TSS) =
v − 1, v denotes the number of data points, and p denotes the number
of free parameters in the fitting.

Figure 2. Simulated results. Autocorrelation curves, G(t), calculated from nanoparticle samples of various simulated concentrations, Csim, (a) and
diffusion coefficients, Dsim, (c). Compare between Csim with the corresponding fitted concentration, Cfit, (b) and between Dsim with the
corresponding fitted diffusion coefficient, Dfit, (d).
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■ RESULTS AND DISCUSSION

The Simulations. The parameters, such as concentration
and diffusion coefficient of nanoparticles, were initially set to
simulate random diffusion. Then, simulations produced
synthetic G(t) curves for measurement scenarios with DFSCS
conditions. Finally, these parameters could be figured out by
fitting the theoretical model described in eq 13 to the synthetic
G(t) curves. It has been confirmed the simulation procedure
adopted here can correctly reproduce the features of FCS
measurements.34 Consequently, if the theoretical model is a
reasonable description of particles diffusion in DFSCS system,
the fitted parameters will be in accordance with their initially
set value. With that, the difference between the set value and
the fitted value of a certain parameter can be regarded as an
indicator of the reliability and adaptability of the model.
Simulations were conducted for one-component systems
varying the different concentrations, Csim, and diffusion
coefficients, Dsim. The fitted concentration and diffusion
coefficients were denoted as Cfit and Dfit, respectively. We
performed simulations seven times for each sample and the
mean, and SD of Cfit as well as Dfit were computed. The
coefficient of variation was calculated from SD/mean, and its
value, at most 20%, was considered as the upper limit of precise.
Similarly, the relative error |Dsim − Dfit|/Dsim or |Csim − Cfit|/Csim

<10% was used as the index of accuracy.35a

First, we simulated nine virtual samples containing various
numbers of nanoparticles in the detection volume with other
parameters remaining consistent. The corresponding concen-
trations ranged from 0.06 to 20 nM. According to the
theoretical model of DFSCS, the number of particles in the
detection volume, N, is inversely proportional to the amplitude
of the zero time value of G(t), G(0).46 The simulated G(t)
curves in Figure 2a show that the amplitude of G(0) decreases
with increasing nanoparticles concentration as predicted.
Additionally, seven G(t) curves for each Csim approach each
other, and all the coefficients of variation of Cfit are below 10%
as described by the error bar in Figure 2b. The mean value of
Cfit agrees well with the corresponding Csim as the largest
relative error between Cfit and Csim is <4%.
Next, the accuracy of reproducing D by simulations was

studied. Nine samples with Dsim between 0.004 and 10 μm2/s
were simulated, and other parameters were kept consistent. As
G(t) measures the correlation between values of the diffusion
process at different times, the particles of lower mobility yield
bigger amplitude of G(t) at the identical delay time. This law
can be explicitly illustrated by means of comparing the
normalized G(t) curves. As presented in Figure 2c, the
normalized G(t) curve decreases more and more slowly as
Dsim is decreased, which agrees well with the prediction.
Similarly, G(t) curves for the identical samples are close to each
other, and all the coefficients of variation lay below 9%. It can
be found from Figure 2d that the relative error between Dfit and
Dsim is at most 4%.
In summary, the simulated results demonstrate that both the

coefficients of variation and the relative errors, not only for
concentration estimates but also for diffusion coefficients
estimates, are predominantly less than the upper limit of
precision and accuracy, respectively. Hence we can arrive at the
conclusion that the theoretical model proposed here is a
reasonable model to describe the diffusion process of
nanoparticles in a uniformly illuminated field. With this

model, the DFSCS method can be used to study the dynamic
information of nanoparticles.

Calibrations. Before quantitative measurements, calibra-
tions of the DFSCS system should be conducted to determine
the size of the detection volume. The progress of calibration is
described in the Supporting Information. Since DFSCS is a
camera-based method, the radial size of the volume (length =
width = 2a) depends on the pixel size of the camera.47 Thus,
only the height, h, needs to be calibrated. Identical calibrations
were repeated five times, and the resulting h was 2.6 ± 0.4 μm.
Besides, a comparison between RLSCS29a,b and DFSCS was

performed. The results measured on the same GNPs solutions
using the two methods are summarized in Table 1. We find that

the measured D by RLSCS is comparable to the counterpart
obtained by DFSCS, which indicates that the DFSCS
methodology is as reliable as the RLSCS method. The
difference may be explained by the blocking effect of the
coverslip surface on the movement of nanoparticles in dark-
field configuration, which is similar to the results published
earlier.30 Since the height of the coverslip sandwich is
micrometer-sized, the nanoparticles collide with the coverslip
surface frequently. As a result, the diffusion of the nanoparticles
is restricted and slower than the free diffusion just as the
behaviors of nanoparticles in RLSCS.

Performance of DFSCS System. After calibrations,
DFSCS measurements were carried out in GNPs solutions.
The detection window was a ROI of 16 × 16 pixels with 2 × 2
hardware binning, including 64 detection volumes of 48 × 48
μm2. Typical G(t) curves measured on a 60 nm diameter GNPs
solution and their fitting results are displayed in Figure 3 (the
data collected by the pixels of the first column in the ROI is not
shown, because it is dramatically different from that collected
by other pixels even when the control measurements without
any illumination are performed. The signals collected by pixels
of the first column are almost zero no matter how strong the
illumination intensity is. We preliminarily estimate that this
phenomenon is caused by an inherent bug of the EMCCD
camera or the Micromanager software), and the corresponding
fitting residuals are plotted in Figure S1. No correlation is
found in the negative control measured on pure water (data not
shown). As seen in Figure 3, all G(t) curves are smooth and
similar to each other with the mean S/N ratio of 17.6, and they
are well fitted with the theoretical model with Adj.R2 of 0.997−
0.999. The average measured concentration and D of GNPs are
1.09 ± 0.07 nM and 0.65 ± 0.067 μm2/s, respectively, and the
corresponding relative standard deviations (RSD) are 6.5% and
8.8%.
The small RSDs manifest the high parallelization of all

detection volumes, so it will be possible to distinguish the even

Table 1. Diffusion Coefficient D of 60 nm Diameter GNPs in
Solutions with Different Glycerol Content Measured by
RLSCS and DFSCS

D(μm2/s)

NP solution/glycerol content RLSCS DFSCS

0 3.947 ± 0.177 2.020 ± 0.076
10% 2.611 ± 0.042 1.577 ± 0.086
20% 2.209 ± 0.052 1.184 ± 0.104
30% 2.070 ± 0.073 0.756 ± 0.046
40% 1.232 ± 0.060 0.474 ± 0.028
50% 0.808 ± 0.051 0.339 ± 0.042

Journal of the American Chemical Society Article

dx.doi.org/10.1021/ja410284j | J. Am. Chem. Soc. 2014, 136, 2775−27852780



minor differences among various areas. This endows the
DFSCS system with the ability of multiplex measurement in
real time as well as spatial resolution. The RSD of D is a little
larger than that of concentration on account of the
nonuniformity of size, as the size owns a direct relation with
D revealed by the Stokes―Einstein equation (D = kBT/
6πηrh, kB the Boltzmann constant, T the absolute temperature,
η the viscosity of the solution, and rh the hydrodynamic radius
of the molecule). Another significant advantage of DFSCS
endowed by EMCCD camera is that it is flexible to vary the size
and the number of detection volumes by adjusting the
magnification of the objective and the number of selected
pixels, pixel hardware binning, and software binning.30 Software
binning exhibits special flexibility as it is carried out after
measurements.
It is noted that the characteristic diffusion time (τd) is about

100 ms, in turn the ratio of the temporal resolution (Δτ = 0.5
ms) versus τd, Δτ/τd, is 0.005, which is much smaller than the
critical value (0.1) for accurate measurements put forward by
Wohland et al.35a In other words, the frame acquisition rate of
EMCCD is adequate for the current measurements, although it
is limited compared with 0.1−0.2 μs for the avalanche photo
diode that is the most frequently used detector of confocal
FCS.48

Sensitivity of DFSCS System. In order to study the
sensitivity of DFSCS system, the dependence of G(t) upon the
concentration and D of GNPs as well as other factors were
investigated both in theory and in experiments.
As the derivative measures how much one quantity is

changing in response to changes in another quantity,49 we
tentatively put forward the first partial derivative of G(t), dG,
respect to a certain factor as the index of the sensitivity of G(t)
to this factor. The detail description is found in the Supporting
Information. From the calculated results depicted in Figure 4
and Figure S2, we can arrive at three conclusions. First, dG of
DFSCS (Figure 4a) is comparable to that of confocal FCS
respect to the same factor (Figure S2, calculated with the same
parameters as used for DFSCS). Specifically, as shown in Figure
4b, the amplitude of dG respect to N as well as D of DFSCS is
close to the counterpart of confocal FCS. Accordingly, DFSCS

is as sensitive as confocal FCS in theory. Second, the amplitude
of dG increases as N decreases, which means that lower
concentration yields higher sensitivity. This result provides us a
guideline for identification of optimal experimental conditions
that high signal-to-noise ratio can be achieved by means of
decreasing the particle number in the detection volume.2 Third,
the amplitude of dG respect to a (or ωxy) is larger than that to h
(or ωz), implying that G is more sensitive to the radial
dimension than the axial dimension of the detection volume.
Our finding corroborates the reported conclusion that the
accuracy of determining the value of h or ωz is lower than that
of a or ωxy.

8a To sum up, DFSCS exhibits a comparable
performance of sensitivity to confocal FCS in theory.
Furthermore, experimental tests in practice were performed.

Under the identical conditions, 60 nm diameter GNPs
solutions of different concentrations or viscosities were
measured. Measurements on a ROI of 16 × 16 pixels with 2
× 2 hardware binning with the acquisition rate of 0.5 ms per
frame were carried out at least 3 times for each sample.
First, an original GNPs solution with the concentration about

3 nM was diluted continuously to vary the concentration, and
other properties were left unchanged. The corresponding
concentrations ranged from about 0.375 to 3.000 nM. The
measured results by DFSCS are expressed in Figure 5a. Clearly,
the measured concentration is proportional to the relative
concentration (Cr) that is the inverse of the dilution multiple as
expected. The Adj.R2 of linear fitting is 0.972, indicating a good
linearity. This result manifests that the DFSCS method, similar

Figure 3. Autocorrelation curves measured on a 60 nm diameter
GNPs sample from 56 detection volumes. Fitting curves are shown as
red solid lines. The time resolution for measurements is 0.5 ms.

Figure 4. (a) The first partial derivatives of G(t), dG, in DFSCS
respect to each variable: particle number in the detection volume, N,
diffusion coefficient, D, length of detection volume, a, height of
detection volume, h. N is set to be 2, 20, and 200, respectively. (b)
Comparison between dG respect to N as well as to D in confocal FCS
and the counterparts in DFSCS. N = 2.
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to traditional confocal FCS, is of reliable sensitivity to the
concentration changes even smaller than 1 nM.
Next, we tested the responses of DFSCS system to diffusion

processes with different diffusion rates. From the Stokes−
Einstein equation, it is known that D of particles is inversely
proportional to η of the solution. Thus we studied the
relationships between D and η by single factor analysis. Six
GNPs solutions with different concentrations of glycerol were
measured. The measured D located between 0.338 and 2.020
μm2/s. As demonstrated in Figure 5b, the D increases linearly
with the inverse of η as expected, with the corresponding Adj.R2

of 0.993. The relationship between D with η revealed by the
experimental results agrees well with the Stokes−Einstein
equation, suggesting that DFSCS is a powerful tool to research
the dynamic processes of nanoparticles.
Until now, DFSCS has exhibited its capacity to study the

diffusion behavior of nanoparticles in vitro as a compartmen-
talized quantification and dynamics monitoring method. Next,
the suitability of DFSCS system for biological applications is
investigated by measuring the dynamic information of intra-
cellular GNPs.
Measurements on the Dynamic Behaviors of GNPs in

Live Cells. The cervical cancer SiHa cell line was utilized as the
model. Herceptin acted as delivery agent of 18 nm diameter
GNPs through the linker molecule NHS-PEG disulfide. The ζ
potential of GNPs was −52.70 ± 0.78 mV, and it significantly

increased to −15.3 ± 2.13 mV after reaction with the PEG-
Herceptin complex, indicating the formation of GNPs-PEG-
Herceptin conjugates. Joseph et al. found that GNPs were
mainly internalized into the endosome and lysosome with the
help of Herceptin.24b TEM images (Figure 6a,b) clearly display

the existence of intracellular GNPs and that the particles inside
the organelle are in a nonaggregated state. This result is
consistent with the conclusion that GNPs functionalized by
Herceptin are stable even when residing in acidic environments
such as the endosome and lysosome.50 It can be seen in Figure
6d,f (cell nucleus were stained with DAPI, 4′, 6-diamidino-2-
phenylindole) that intracellular GNPs emit strong scattered
light in the dark-field microscope, so we can clearly observe
their distribution. It must be mentioned that the cells
themselves, especially organelles, also emit scattered light, but
their intensity is much lower than that of GNPs (Figure 6c,e).
What’s more, the scattered light of GNPs exhibits a
characteristic color depending on the particles size and
sharp.51 As a result, using the excitation light source of the
reasonable power, the intracellular GNPs can be easily
distinguished from the negligible background, and the intra-
cellular GNPs-located regions can be measured selectively.
Representative G(t) curves measured from both the

intracellular regions with GNPs and without GNPs are
presented in Figure 7a. No correlation is found in the negative

Figure 5. (a) Measured concentrations of GNPs solutions which were
diluted by various factors. Cr denotes the relative concentration that is
the inverse of the dilution multiple, and Cm is the measured
concentration. (b) Typical plots of diffusion coefficient, D, versus
the inverse of the viscosity, η, of the GNPs solution.

Figure 6. Cell imaging. TEM image of cells treated with GNPs-PEG-
Herceptin conjugates (a) and boxed regions are enlarged in adjacent
panels (b). Dark-field images of untreated control cells (c) and cells
treated with GNPs-PEG-Herceptin conjugates (d). Combination of
dark-field image color-coded as yellow and fluorescence image color-
coded as blue of untreated control cells (e) and the cells treated with
GNPs-PEG-Herceptin conjugates (f). Cells were stained with DAPI,
which was a dye emitting strong bluish white fluorescence.
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control measured on the region without GNPs, however, the
G(t) curves measured on GNPs located regions exhibit the
typical profile of the autocorrelation curves. We studied the
compartmentalized dynamics of intracellular GNPs. G(t) curves
from all 56 detection volumes are shown in Figure 7b, and they
are well fitted with the theoretical mode with Adj.R2 of 0.996−
0.999. The value of the obtained D ranges between 0.056 and

0.235 μm2/s. From the D map (Figure 7c), it is clearly that D
values are of great variety. The various D indicates that the
diffusion rates of GNPs in different intracellular areas are not
uniform, in sharp contrast to the high parallelization of the
measured results on GNPs solution as mentioned above.
Therefore, we may conclude that the intracellular environment
is complex and heterogeneous.
Up to now, multiplex measurements of intracellular dynamic

information with imaging enabled by DFSCS have been
achieved, and the spatially resolved ability of the new method
has contributed to distinguish different microenvironments. In
the next section, further study on the heterogeneous intra-
cellular environment by diffusion law will be carried on.

Characterizing the Heterogeneity of Intracellular
Environment by Diffusion Laws. The FCS diffusion law,
which describes the dependence of the transition time τD of a
particle through an observation area on the size of the area A, is
an excellent tool to study the heterogeneity of a complex
system.35b,52 Note that A is the actual area over which particles
are measured, and it is defined as the convolution of the
detection area with the point spread function of the optical
system. For free diffusion, one can expect to obtain a linear
function between τD and A: the curve τD = f(A) will intercept
the time origin. Any nonzero intercept is an indication of the
hindered diffusion within heterogeneous environment, and the
sign of the intercept depends on the diffusion mode.
Specifically, dynamic partition into micro domains results in a
positive intercept, and a negative value corresponds to hindered
diffusion due to barriers of the cytoskeleton meshwork. The
FCS diffusion law has been already successfully corroborated
and widely applied to study the architecture of the live cell.53

Here we extend the application of the FCS diffusion law to
the DFSCS method. Since the distribution of the illumination
intensity in the dark-field microscope is homogeneous, A is
equal to the detection area and in turn the size of the pixel
employed as the detection volume. As a camera-based method,
DFSCS has the advantage that the entire diffusion law plots
over various detection areas could be achieved by changing the
magnification of objective, pixel hardware binning, and software
binning postacquisition. We made use of GNPs as the probe to
study the heterogeneity of both GNPs solutions and intra-
cellular environment. The diffusion laws were calculated based
on the same data by varying the detection area using software
binning (1 × 1−5 × 5). For each binning, all possible areas in a
measurement were used for the evaluation. The diffusion law is
visualized by plotting A/D versus A, as the parameter A/D is
proportional to the transition time τD. Typical results are
depicted in Figure 8. For GNPs solutions, A/D increases
linearly with A, and the intercepts upon extrapolation are nearly
zero, which is an indication of the homogeneity of the GNPs
solution. In contrast, for the SiHa cell a strict positive intercept
is obtained, indicating that there exist micro domains which
hinder the diffusion of GNPs. So the complex of intracellular
environment is verified again, which echoes the heterogeneity
of D maps shown in Figure 7d. The preliminary results
demonstrate that DFSCS is a powerful method to investigate
the heterogeneous system with the help of the diffusion law.

■ CONCLUSIONS
In this work, we described a new tempo-spatially resolved
fluctuation spectroscopy using the dark-field microscope and an
EMCCD camera as the detector. The reliability and adaptability
of the theoretical model of DFSCS proposed here have been

Figure 7. Decay of autocorrelation curves, G(t), measured on an
intracellular region with GNPs (dashed line) and its fitting curve
(continuous line) to eq 13 as well as measured on a region without
GNPs (dotted line) (a). The fitting residuals are shown in the lower
panels. Maps of G(t) (b) and the diffusion coefficient, D, (c) obtained
from the small region labeled by a red rectangle (inserted in (a)).
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verified by both the simulated and experimental results. DFSCS
has three important features: First, compared with the complex
and expensive confocal configuration of the traditional FCS, the
setup of DFSCS is much easier and more economically
achievable by introducing a dark-field condenser to the
frequently used bright-field microscope. Second, DFSCS is
free from fluorescence bleaching, blinking, and saturation as the
scattered light but not the fluorescence is employed as the
probe, making it possible to research long-term dynamic
processes. Third, an EMCCD is utilized as an array detector,
and each pixel of the camera is turned into an individual
detection channel, endowing DFSCS with the ability to study
the heterogeneous system as a multiplex, high-throughput, and
spatially resolved technique. The investigation on the intra-
cellular GNPs and the heterogeneity of the intracellular
environment reveals the potential of DFSCS for biological
applications. Our preliminary results have documented that
DFSCS is a simple, economical, free from fluorescence
bleaching, multiplex, high-throughput, and spatially resolved
method to study the dynamic behaviors of nonfluorescent
nanoparticles in vitro and in vivo. To the best of our knowledge,
this is also the first time that the white light is used as the light
source of fluctuation correlation spectroscopy. It should be
noted that the current DFSCS system has a limited temporal
resolution constrained by the frame acquisition rate of
EMCCD. Future advances in EMCCD camera technology or
the replacement by the complementary metal oxide semi-
conductor camera (CMOS) may dramatically improve the
temporal resolution of DFSCS.
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